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Ferret-UI is trained on mobile screenshots for reasoning

The original Ferret model is also from 
Apple published Oct 2023.

Ferret-UI uses a very similar 
architecture but trained on mobile 
screenshots, both iOS and Android. 
Published April 2024.

It’s only June but feels like ages old. 
Multimodal LLMs papers are 
accelerating. See Meta’s Chameleon 
released today (6/18)



Incorporates higher resolution sub-images for more detail

Uses pre-trained visual encoder 
and a decoder-only language 
model.

They pass in two higher 
resolution sub-images along with 
the lower resolution full image 
and call the model 
“Ferret-UI-anyres”. Works better 
than just one full image.



Used relatively small number of training images

26k Android and 84k iPhone training 
images

Used Android RICO dataset and iPhone 
AMP dataset

Cool that these datasets are open



Tasks are split between Elementary and Advanced

Elementary task are like find the icon. 

Authors detail exactly how they 
generated data.

They used GPT 3.5 Turbo to generate 
variants of the task question.



Advanced uses stronger techniques to generate data

Advanced tasks are more open-ended: 
“I want to read a book”

This time normalized coordinates, uses 
multiple prompts and one-shot 
example to GPT-4 and then 
postprocess to Ferret-UI format.



A shared prompt, task prompt, and one-shot example

They shared the prompts too.



Pretty good? Cool that they benchmarked against GPT-4V

anyres performed better than base

Spotlight used a lot more training 
data. 80M web screenshots. 2.69M 
mobile screenshots.

GPT-4V performed a lot better in 
Advanced Tasks but they used GPT-4 
to score and believe it’s biased 
toward GPT-4 answers.

Pretty fast training too btw.



Challenges are still there and nice that they ack them

Some tricky cases like selecting 
neighboring text, when text with the 
same content occurs on the screen, 
and bounding boxes are off.

Expected and hope the tech gets better 
over time or systems build around the 
uncertainty



Thanks!

Ferret-UI: https://arxiv.org/pdf/2404.05719

All the Meta drops today: 
https://about.fb.com/news/2024/06/releasing-new-ai-research-models-to-accelerat
e-innovation-at-scale/ 

Original Ferret: https://arxiv.org/abs/2310.07704 

Take away: If you’re interested, you can do it too! Very exciting that they were able 
to do this with small amounts of data. And maybe some version of this is in their 
action automation.
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