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OpenELM from Apple ranges from 270M - 3B parameters

● OpenELM is trained with open datasets and open source code
● This provides a good baseline for the current reasonable state-of-the-art for 

Open Small Language Models
● Running locally is relatively easy - install a couple python packages, accept 

TOS for the Llama tokenizer, and run a one-liner
● Allows us to run a simple experiment



OpenELM isn’t the only open SLM

● OpenELM outperforms OLMO with less pretraining tokens
● PyThia is surprisingly good with an order of magnitude less training token



OpenELM 270M - Completion

● Prompt: “The capital of California is “
● Parameters were about 1GB



OpenELM  450M - Completion

● Prompt: “The capital of California is “
● Parameters were about 1.8GB



OpenELM  1.1B - Completion

● Prompt: “The capital of California is “
● Parameters were about 4.3GB



OpenELM 3B - Completion

● Prompt: “The capital of California is “
● Parameters were about 12GB



Completion models are kinda bad

● From 270M to 3B, they spew garbage basically…
● Is the key to move from useless to useful to add instruction fine-tuning?



270M - Instruct

Looks better but wrong.



450M - Instruct

Better! But I dropped the [INST] tokens. (Not clear what instruct format to use)



Instruction fine-tuning seems very valuable

We see immediate improvement. 

Is this what LLMs are under-the-hood? Having a bunch of humans enumerate the 
best responses to all possible questions? 

Is this the true data flywheel? Hire a bunch of experts to generate fine-tuning data. 
For less stringent data, use preference data (human feedback, AI feedback). 

Is this why Meta is pushing Llama 3 into all their products



Bonus: Phi-3 Mini Instruct (3.8B)

● Fine-tuned on preference and safety
● 3.3T tokens, curated public data, synthetic textbooks, high quality chat fine-tune


